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ABSTRACT. The effect of contact resistance including constriction and contamination resistance has been a major hurdle for the thermoelectrical analysis of the resistance spot welding process. In this paper, a simple model was suggested and used for calculating the electrical and thermal response of the resistance spot welding process to investigate the influence of contacting forces on the formation of weld nuggets. The electrode surface of the contact interface was assumed to be axisymmetric and its microasperities to have a trapezoidal cross-section. These microasperities were considered as the one-dimensional contact resistance elements in the finite element formulation. The contamination film was assumed to be a nonconducting oxide layer, which is very brittle, so that it is broken to some number of pieces when a contacting pressure is being applied. The crushed films were assumed to be distributed at regular intervals and to conserve their size and number during the welding process. The simulation results revealed that the proposed model can be successfully used to predict the effect of the contact resistance on the electrical and thermal response of the resistance spot welding process.

Introduction

Because of its light weight and ease of manufacturing, sheet metal is commonly used in industry. For effective application, rapid and low-cost joining processes are necessary for various kinds of sheet metal. From this point of view, the resistance spot welding process is a very attractive joining method (Refs. 1-5), since it is relatively simple in principle and requires minimum operator skill. Although some studies (Refs. 6-15) were carried out on the numerical analysis of the resistance welding process, to the best of the authors’ knowledge, there is no paper which explicitly considers the effect of microcontacts (or contact resistance) because of its complexity and difficulty for modeling.

This study attempts to model and analyze the resistance spot welding process of sheet metals. For this purpose, a theoretical thermoelectrical model was developed which takes into account the thermoelectric interaction at the sheet-to-sheet and electrode-to-sheet interface. A hybrid approach was suggested to explicitly include the effect of microcontacts for calculating the distribution of electrical potential and temperature in the resistance spot welding process. The contamination film was assumed to be the insulating oxide layer, which is distributed uniformly in the contact interface. Moreover, it was assumed that the oxide contamination layer is so brittle that it is crushed to pieces as soon as the contacting pressure is applied. The broken films were then assumed to be of a certain size and were distributed in the contact interface at regular intervals. The broken film is also assumed to retain its size and number during the welding process. The microcontact in the electrode-to-workpiece and workpiece-to-workpiece interface was assumed to be a ring element with the trapezoidal cross-section. By adopting these assumptions, the constriction resistance of the single microcontact, which has insulating oxide pieces in the contact interface, can be determined by using the solution of the multiple line contact model (Ref. 16). In the hybrid approach, the mi-
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... electrode region, were meshed with axisymmetrical triangular two-dimensional elements for the finite element method. The comparison of the simulation results with the experimental ones revealed that the suggested simple model could fairly well predict the thermal response of the resistance spot welding process, although some assumptions were introduced from past experience.

Modeling

The resistance spot welding process contains two copper electrodes and a pair of weldment sheets. It is schematically represented in Fig. 1. The contact surface at the sheet-to-sheet and electrode-to-sheet was assumed to be axisymmetric and its microasperities to have a trapezoidal cross-section.

Electrical Phenomena

Finite element formulation

The finite element method is a powerful tool for solving field problems. In comparison to the analytical analysis, one important merit of this method is that it can be easily applied to the model, which includes the nonuniform material properties and/or complex boundaries. In this paper, the voltage potential and temperature distribution were calculated using the finite element method.

The governing equation of the voltage potential problem for the steady-state condition, having no charge source, is well known as follows:

$$\nabla \cdot \left[ \frac{1}{\rho} \nabla \phi \right] = 0$$

where $\rho$ is the electrical resistivity and $\phi$ the voltage potential. This governing equation can be changed to the finite element equation using the normal finite element formulation procedure (Ref. 17). In general, this element equation can be described in the following equation:

$$[K][\phi] = [F]$$

where $[K]$ is called the stiffness matrix and $[F]$ the force vector. The electrode and workpiece, except for the region of microcontacts, were meshed with the two-dimensional axisymmetrical element of the triangular cross-section, and the microcontacts were meshed with the one-dimensional element, Figs. 2 and 3. The boundary condition of the analysis domain was selected as follows:

$$\phi = 0: 0 < r < R_0, \; z = 0$$

$$\phi = V; \; R_0 < r < R_{\phi}, \; z = Z_h$$

$$\frac{\partial \phi}{\partial \eta} = 0: \; \text{other surfaces}$$

where $R_0$ is the radius of faying interface, which was assumed to be of the size of the electrode contact surface, $R_{\phi}$ the inner radius of electrode, $R_d$ the outer radius of electrode, $Z_h$ the height of the analysis domain, and $\eta$ the outer normal vector to the boundary surface — Fig. 2. The total number of the element was 746, which consists of 647 two-dimensional elements and 99 one-dimensional ones. These two types of elements are ex-
For modeling the mechanical behavior of the contamination layer, it was assumed that the contamination film is crushed to a number of pieces which are distributed in the contact interface at regular intervals and that the size and number are unchanged during the welding process. To do this, the relationship between the asperity deformation and contact pressure must be determined in advance. It is nearly impossible, however, to consider the actual rough surface exactly in calculations because of its complexity (Ref. 18). Therefore, the surface of the contact interface was assumed to be axisymmetric and the microasperities to have a trapezoidal cross-section. These microasperities or microcontacts act as one-dimensional resistance elements in the finite element formulation. The width of the microasperity $2c$ and space angle $\alpha$ would be determined by choosing the roughness data — Fig. 1. For calculations, 0.1 mm and 135 deg were chosen as the value of $2c$ and $\alpha$, respectively. The width of the microcontact interface zone $2b$ and the asperity height $h$ have the same geometrical relationship as in the authors' previous paper (Ref. 19), if it is assumed that $\alpha$ is kept to be constant during the deformation. In this paper, the assumptions and results of the reference (Ref. 20) were used for determining the relationship between the microasperity deformation and contact pressure. By adopting these assumptions, the real contact size in the microasperity $2b$ and nominal contact pressure $P_n$ have the following relationship:

$$b = \frac{P_n}{H + P_n} - c$$

where $H$ is the hardness of the contacting body (Ref. 21), which is a function of temperature. Hence, the distribution of the degree of contact $n = b/c$ along the r-direction would have a very close relation to the contact pressure distribution.

By using the assumption that the initially broken contamination film retains its size and number during welding, the size of the micrometal bridge $e$ can be determined as follows — Fig. 4:

$$e = b - \sum_{i} f_i = b - f_0 n_f$$

where $f_0$ is the size of the individual broken film and $n_f$ the number of metal bridges or broken film — Fig. 4. In this study, $4.75 \times 10^{-4}$ mm and 20 were adopted for $f_0$ and $n_f$, respectively, which resulted in the maximum $e$ value of $2.025 \times 10^{-3}$ mm for the case of $b = c$ ($n = 1$). Substituting equation 6 for Equation 7,
the size of the micrometal bridge e can be then calculated from the data of contact pressure by using the following formula:

\[ e = \frac{P}{H + P_n} \left( \frac{1}{n} \right) \]  

(8)

The contact resistance of any microasperity R was determined for unit thickness by adopting the analytical solution of the multiple-line contact with the given space angle. In this study, the contact resistance between the contact interface and any voltage reference point was analytically calculated by using the conformal mapping method as mentioned in Ref. 16. Using the Schwarz-Christoffel transformation (Ref. 22), any position of the angled surface in the w-plane can be transformed into a position of the flat surface in the z-plane — Fig. 5. The mapping function adopted in this study is expressed as follows:

\[ \frac{dw}{dz} = \frac{2b \cdot \left( b \right)^{\frac{1}{2}} \alpha^{\frac{1}{180}} \left( 1 - z^2 \right)^{\frac{1}{180}}}{\left( 1 + \frac{z}{\alpha} \right)^{\frac{1}{180}}} \]  

(9)

where \( \Gamma \) is the gamma function. By using this mapping function, the width of any microcontact e in the physical plane (transformed plane) is converted into \( \eta \) in the computational plane (transformed plane). In the same manner, the distance between two microcontacts in the physical plane \( q_{ij} \) is changed into \( \delta_{ij} \) and the voltage reference point \( W_{r} \) into \( Z_{r} \). The relationship between the physical and computational coordinate can be obtained by integrating Equation 9, i.e.,

\[ \frac{dz}{dw} = \frac{2b \cdot \left( b \right)^{\frac{1}{2}} \alpha^{\frac{1}{180}} \left( 1 - z^2 \right)^{\frac{1}{180}}}{\left( 1 + \frac{z}{\alpha} \right)^{\frac{1}{180}}} \]  

(10)

In the simulation, the point in the computational plane (z-plane) corresponding to a selected point in the physical plane (w-plane) can be calculated by applying a method of trial and error to the numerical complex integration. In this study, the trial value is \( z \), and \( w \) is a known value; if the trial value \( z \) satisfies equation 10, the selected \( z \) value is considered as the mapping point at the computational plane corresponding to the point \( w \).

In the computational plane, the value obtained by summing up the potential drops generated by the separate currents is the same as the potential drop between any microcontact and the voltage reference surface \( S_z \) like the electrostatic charge distribution problem, i.e.,

\[ \sum f_j = \Delta V, \]  

(11)

where \( f_j \) is the so-called mutual resistance, \( \Omega_j \) the self-resistance, \( I_j \) the current flowing through the j-th microcontact, and \( \Delta V \) the potential drop between the i-th microcontact and the voltage reference surface \( S_z \). The mutual resistance can be obtained by considering the microcontact as the area-less line charge, and the self-resistance by using the analytical results of the single contact (Refs. 23-25), i.e.,

\[ \Omega_j = \int_{\Gamma} \frac{\rho}{2 \pi r_i} \left[ \frac{1}{r_i} - \frac{1}{r_j} \right] \]  

(12)

\[ \Omega_j = \int_{\Gamma} \frac{\rho}{2 \pi r_i} \left( \frac{1}{r_i} - \frac{1}{r_j} \right) \]  

(13)

Here \( |Z_j| \) is the average distance between the microcontact and voltage reference point \( Z_j \), and \( \rho \) is the electrical resistivity. In this study, it was assumed that the potentials at all microcontacts in the interface region are uniform, i.e., \( \Delta V = \Delta V \) = constant. These assumptions are sufficiently grounded, because the size of any microcontact is, in general, very small compared to the size of the conducting body and the voltage reference point can be selected so as to be much larger than the width of the interface region. Hence, the current flow through any microcontact \( I_j \), according to any given value of \( \Delta V \) can be obtained by solving the simultaneous equations of equation 11. The contact resistance \( R \) (that is, the electrical resistance between the interface region and voltage reference surface per unit length) of the multiple line contact can be then defined as follows:

\[ R = \frac{\Delta V}{\sum I_j} \]  

(14)

Because the potential at the voltage reference point in the physical plane and the total current \( \sum I_j \) are not changed by the geometrical transformation, the constriction resistance of the multiple line contact having any space angle can be calculated by using this conomral mapping method.

The joule heat generation rate at the microasperity can be easily determined by using the contact resistance \( R \), which is determined from Equation 14, and the voltage drop across the asperity \( \Delta V \) as follows:

\[ q_{ij} = \frac{\Delta V}{R} \]  

(15)

where \( \Delta V \) can be determined from the voltage potential distribution calculated by the finite element method. Finally, the contact resistance \( R \) can be applied to determining the element stiffness matrix in the finite element formulation of the governing equation of the voltage potential problem:

\[ [K] = \frac{1}{2} \frac{1}{R} [1 - 1] \]  

(16)
the i-th and j-th nodes in the one-dimensional elements.

Two-Dimensional Element

The conducting bodies, except the region of microcontacts (or microasperities), were meshed with the two-dimensional axisymmetric elements with the triangular cross-section. In this element, the element stiffness matrix of the voltage potential problem can be described as follows (Ref. 26):

\[
\begin{bmatrix}
\kappa
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2}A \left[ \frac{a_i + a_j + a_k}{12} 
\right] \\
\frac{1}{2}A \left[ \frac{b_i + c_i}{12} \right] \\
\frac{1}{2}A \left[ \frac{b_j + c_j}{12} \right] \\
\frac{1}{2}A \left[ \frac{b_k + c_k}{12} \right]
\end{bmatrix}
\]

where

\[
b_i = z_j - z_k, b_j = z_k - z_i, b_k = z_i - z_j
\]

\[
c_i = r_k - r_j, c_j = r_i - r_k, c_k = r_j - r_i
\]

and \( \Delta = \frac{1}{2} \)

and i, j, k represent the node points in any element.

Temperature Distribution

In the following section, the formulation procedure of the finite element for temperature distributions was summarized from Ref. 26 to provide a better understanding of the study. The governing equation is called the energy balance equation and is described as follows:

\[
\rho c_p \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + Q_c
\]

where \( \rho \) is the density, \( c_p \) the specific heat, \( k \) the thermal conductivity, \( T \) the temperature and \( Q_c \) the heat generation rate per volume. By using the finite element formulation, the above governing equation can be expressed as follows:

\[
\begin{bmatrix}
\kappa
\end{bmatrix} \begin{bmatrix}
\tau
\end{bmatrix}_{n+1} = \begin{bmatrix}
\tau
\end{bmatrix}_n + \begin{bmatrix}
0
\end{bmatrix}_n + \begin{bmatrix}
\theta
\end{bmatrix}_n \begin{bmatrix}
[\kappa]
\end{bmatrix}_n
\]

where \( \begin{bmatrix}
[\kappa]
\end{bmatrix}_n = \begin{bmatrix}
\tau
\end{bmatrix}_n \begin{bmatrix}
[\kappa]
\end{bmatrix}_n + \begin{bmatrix}
[f]
\end{bmatrix}_n + \begin{bmatrix}
[c]
\end{bmatrix}
\]

and \( \begin{bmatrix}
[\kappa]
\end{bmatrix}_n = \begin{bmatrix}
[\kappa]
\end{bmatrix} \begin{bmatrix}
[\kappa]
\end{bmatrix}_n + \begin{bmatrix}
[f]
\end{bmatrix}_n + \begin{bmatrix}
[c]
\end{bmatrix}
\]

In this relationship, \( [K_c] \) is the stiffness matrix of the conduction term, \( [K_v] \) that of the convection term, \( [C] \) the specific coefficient matrix and \( \{F\} \) the force vector of the convection term. The parameter \( \theta \) may be chosen to give the different algorithm. In this study, \( \theta = 1/2 \) was simply chosen for calculations. The joule heat generation value obtained by using

the voltage potential distribution data was considered as \( \{F\} \) vector in the above finite element equation.

The boundary conditions were determined as follows — Fig. 2:

\[
\begin{align*}
\frac{\partial T}{\partial r} &= 0, & r &= 0 \\
\frac{\partial T}{\partial r} &= 0, & 0 < r < R_v, & z = 0 \\
-k \frac{\partial T}{\partial z} &= h_w(T - T_w), & \text{contact surface of cooling water} \\
-k \frac{\partial T}{\partial z} &= h_s(T - T_s), & \text{free surface}
\end{align*}
\]
where $h_w$ is the convective heat transfer coefficient of the cooling water, $h_a$ that of the surrounding air, $T_w$ the temperature of the cooling water and $T_a$ the temperature of the surrounding air. For simulations, a RWMA Class II electrode with a tapered-flat shape and 7.0-mm-diameter contact surface was considered, and consequently, 9, 5, 3.5, 2.5 and 1.5 mm were chosen as $R_d$, $R_h$, $R_o$, $Z_h$ and $t$, respectively. For calculating the temperature distribution, it is required that the matrix $[C]$ of the one-dimensional element should be determined. In this study, the volume of the one-dimensional element $V$, which was used for calculating the specific coefficient matrix $[C]$, was approximated by considering the trapezoidal shape of the microasperity and Equation 6 as follows:

$$V = 2\pi \left[ \frac{\rho_p}{T_1 + T_2} \right] \frac{c}{\omega \left( a - \pi/2 \right)}$$  \hspace{1cm} (21)

**Experiments**

A three-phase direct current spot welding machine was used for experiments. A toroidal coil, data acquisition circuit and personal computer were used for measuring the current profile. The voltage drop across two electrodes was also measured to provide the input data of the computer simulation by using the contact probes, data acquisition circuit and personal computer. Before beginning the welding process, the preset electrode force was confirmed by using the hydraulic force measuring unit.

For verifying and analyzing the theoretical model of the hybrid finite element method, which considered the contamination film effect, a number of experiments were performed. At first, the dynamic resistance of the welding process was measured and compared with the simulation results. Three levels of the contacting force and three types of the welding time were considered for welding conditions. The experimental results of the temperature distributions were also compared with the simulation ones for various contacting forces and welding times. For determining the isothermal lines of the fusion and heat-affected zones, the weldments were cross-sectioned, polished and macroetched.

**Results and Discussion**

**Dynamic Resistance**

With the proposed hybrid approach, the variation of dynamic resistance which has been frequently referred to as a good process variable for monitoring the resistance spot weld quality could be predicted. The dynamic resistance was defined as the value of the voltage drop between two electrodes divided by the overall current flowing through the workpiece.
Figure 6A and B show the traces of the voltage drop across two electrodes and welding current measured during the welding time of 15 cycles under the condition of 300-kgf contacting force and 40% current setting. The dynamic resistance was simulated and measured for the same condition and the results were compared in Fig. 6C. In the first one to two cycles, the dynamic resistance decreased very steeply and reached its minimum value. This phenomenon is probably due to the effect of the contamination films and fresh asperities existing in the workpiece-to-workpiece interface and/or workpiece-to-electrode interfaces. The fact that the dynamic resistance then increased gradually along the welding time is probably due to the electrical resistivity of the workpiece, which increased with the increasing temperature. To the contrary, the hardness of the material made the contact resistance decrease as the temperature increased, because the hardness value of the material decreased, and consequently the asperities in the contact surfaces were easily deformed with the increasing temperature. From these results, it could be concluded that in simulations the effect of electrical resistivity to increase the contact resistance is more dominant than the effect of material hardness to decrease the contact resistance. The dynamic resistance measured, however, decreased gradually along with the welding time, which resulted in an increasing discrepancy between the simulated and measured values. Most of the errors seen both in the dynamic resistance and temperature distribution (discussed later) are probably due to the errors in estimating the contact resistance, such as the line element approach and axisymmetrical microasperity.

Figure 7A–C shows the variation of dynamic resistance profiles for contacting forces of 100 kgf, 200 kgf, and 300 kgf, with the condition of the five cycles welding time and 30% current setting. A notable fact in the experimental results was that in the case of low electrode force, there was a relatively large deviation in the dynamic resistance. When the electrode force was not high enough to sufficiently break down the surface waviness, the inconsistent fit-up of the electrode-to-workpiece and workpiece-to-workpiece at each weld could cause a considerable variation in the dynamic resistance profiles. In this study, the effect of the surface waviness which would result in the inconsistent fit-up was not considered in the contact resistance model. When the weld was made at 300 kgf, which is close to the contacting force value recommended by RWMA, the measured dynamic resistance profile could be predicted fairly well by the pro-
The proposed model. These results revealed that in the low force range it is not sufficient to consider only the contamination film, because of the surface inconsistency (waviness, etc.) which prevents the full contact. In the relatively high contacting force range, however, considerably satisfying results could be obtained by using the proposed hybrid approach, which considered the contamination film effect.

Temperature Distribution

For verifying the proposed hybrid finite element model of the spot welding process, the experimental results of the temperature distribution were compared with the simulation ones. The temperature of the melting zone boundary was assumed to be 1525°C for the 0.08% carbon steel used, which had a thickness of 1.5 mm. In resistance spot welding, the austenitic transformation temperature will be elevated because of its relatively high heating rate. Therefore, the temperature of the heat-affected zone (HAZ) boundary was assumed to be 850°C instead of 723°C (Ref. 27).

The electrical resistivity, thermal conductivity, specific heat and hardness of mild steel and copper are known to vary with the temperature. In order to incorporate these variations into the simulation, those parameters were cited from data in the Metals Handbook (Ref. 28). For the phase change problem, the method proposed by Landau and Lifshitz (Ref. 29) was employed. That is, during fusion, the specific heat was assumed to be the value of the latent heat divided by the temperature range between the liquidus and solidus temperature.

Figure 8 represents the isothermal lines of the melting and HAZ boundary for various welding times of 5, 10 and 15 cycles under the condition of 300 kgf contacting force and 40% current setting. In the case of five cycles, there was only a small torus-shaped melted region at the workpiece-to-workpiece interface. When the welding cycle increased, the melted region became larger and consequently had the nugget shape. Although two results seemed to agree well in the case of 10 and 15 cycles, the difference between the experimental and simulation results were not small for the short welding time of five cycles. This is probably due to the initial inconsistency in the model of the contact phenomena. When the electrode force was not high enough to break down the surface waviness sufficiently, the fit-up of the electrode-to-workpiece and workpiece-to-workpiece becomes inconsistent at each weld. In this study, however, the effect of the surface waviness, which caused the inconsistent fit-up, was not considered in the contact resistance model and consequently in the hybrid finite element approach. The thickness and width of the melted region were slightly bigger in ex-

---

Fig. 10 — Isothermal lines of melted and heat-affected zone boundary at welding time of 10 cycles for various electrode forces (40% current setting).

Fig. 11 — Isothermal lines of melted and heat-affected zone boundary at welding time of 15 cycles for various electrode forces (40% current setting).
Experimental results than in simulated ones, though the region of the 850°C isothermal line was smaller in the experiment for the case of 10 and 15 cycles condition. This phenomenon is probably related to the fact that the experimental values of the dynamic resistance were generally greater than the simulation values of the dynamic resistance were performed for various welding conditions. The results of the simulation and experiment revealed that the effect of the electrode force on the temperature distribution in resistance spot welding is considerable when many deformable asperities exist in the contact surface; therefore, they cannot be ignored. Moreover, this hybrid finite element approach can be applied to many other allied processes such as electrical contact devices and thermal contact problems.

**Conclusion**

The effect of the contacting force, microasperity and contamination film on the electrical and temperature response in resistance spot welding was analyzed and discussed by using a hybrid finite element model. In this model, the analytical solution of the constrictive resistance for multiple line contacts and the approximation of the asperity deformation were adopted to consider the effect of microcontacts in calculating the potential and temperature distribution by using the finite element method. For verifying the proposed model, a number of experiments were performed for various welding conditions. The results of the simulation and experiment revealed that the effect of the electrode force on the temperature distribution in resistance spot welding is considerable when many deformable asperities exist in the contact surface; therefore, they cannot be ignored. Moreover, this hybrid finite element approach can be applied to many other allied processes such as electrical contact devices and thermal contact problems.
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