
Friction, slip between the tool and the workpiece, heat transfer at the bottom surface, and internal heat generation were studied for their effects on model reliability
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ABSTRACT. The temperature fields, cooling rates, torque on the tool, stir zone geometry, and the magnesium concentration profiles were examined experimentally and theoretically for the friction stir welding (FSW) of AA 1200 and AA 6061 dissimilar aluminum alloys. The thermal cycles, torque on the tool, and the magnesium concentration profiles were experimentally determined for various welding conditions. A heat, momentum, and solute transport model based on a rectangular fixed grid finite difference method was developed. Four important parameters, friction coefficient, the extent of sticking, heat transfer coefficient at the bottom surface, and the extent of viscous dissipation converted to heat significantly affected both the temperature fields and the torque on the tool. The reliability of the model predictions was improved by optimizing these four parameters that cannot be prescribed either from the welding conditions or from fundamental principles, using a genetic algorithm and measured torque values and thermal cycles.

Introduction

In recent years, numerical models have provided significant quantitative understanding of the welding processes and welded materials that could not have been possible otherwise. Apart from the calculation of temperature and velocity fields, these models have been used to calculate various important features of welding. These include the weld pool shape and size (Refs. 1, 2), solidified surface profiles (Ref. 1), cooling rates (Ref. 1), solidification characteristics (Ref. 2), grain structure (Refs. 3–5) and topology (Ref. 6), phase transformation kinetics (Refs. 7–9), inclusion structure (Ref. 10), weld metal composition change owing to both the evaporation of alloying elements (Refs. 11–15) and the dissolution of gases (Refs. 16, 17), and for the prevention of several types of weld defects (Refs. 18, 19).

Although, these modeling capabilities have been demonstrated in several studies, the models have not been widely used, especially in the industry. An important difficulty is that the model predictions do not always agree with the experimental results because most phenomenological models lack any built-in component to safeguard the reliability of the model outputs. For example, the computed temperatures do not always agree with the corresponding measured values.

For fusion welding processes, this difficulty has been recognized in the literature. For example, it has been demonstrated (Refs. 20–23) that the reliability of the results obtained from the heat transfer and fluid flow models of fusion welding processes can be enhanced by optimizing values of several uncertain input parameters using a limited volume of experimental data. No similar effort has been reported for the modeling of FSW.

The numerical model of FSW embodies the equations of conservation of mass, momentum, and energy, and the appropriate boundary conditions. The lack of reliability in phenomenological models originates mainly from the other components of the model, i.e., incomplete knowledge and uncertainties in the specification of some of the parameters that describe the friction coefficient between the tool and the workpiece, the extent of slip between the tool and the workpiece, the heat transfer coefficient between the workpiece and the backing plate, and the extent of heat generated by viscous dissipation. If these uncertain welding parameters affect the output significantly, inaccuracy of their values will adversely affect the model results. In other words, if important welding features such as the peak temperature, thermal cycles, and the torque are sensitive to the values of several welding parameters whose values cannot be ascertained accurately, the uncertainty in the values of these parameters would adversely affect the modeling results.

In order for a FSW model output to be
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as close to the experimental results as possible, the model must have a mechanism to determine the optimized values of these uncertain input parameters within the framework of the phenomenological laws. In the fusion welding processes, a global optimization methodology using a genetic algorithm has been demonstrated to work well for the determination of uncertain welding parameters (Ref. 24).

Here we report the results of a sensitivity study aimed at understanding the roles of friction coefficient, the extent of sticking, heat transfer coefficient at the bottom surface, and the extent of internal heat generation by viscous dissipation on the model output such as the peak temperature, thermal cycles, and the torque. It is shown that all four of these variables significantly affect the FSW model output results. Therefore the values of these parameters are optimized by a genetic algorithm using a limited volume of measured temperatures at several monitoring locations during FSW of dissimilar aluminum alloys AA 1200 and AA 6061. Using the optimized values of the parameters, the computed values of the peak temperatures and the time spans at the base of the thermal cycles at several monitoring locations are compared with the corresponding experimentally measured values.

Aluminum Alloy AA 6061 contains 0.85 wt-% Mg while AA 1200 contains trace amounts of alloying elements. Hence, a study of FSW of these two alloys provides an excellent way to determine the nature of solute transport, which in turn is related to the plastic flow. Comparison of calculated and experimentally determined concentration profiles of Mg across the weld provides important insight about the nature of plastic flow and mixing of magnesium between the two alloys. The materials flow, temperature fields, cooling rates, torque on the tool, stir zone geometry, and the magnesium concentration profiles are examined for the FSW of AA 1200 and AA 6061 dissimilar aluminum alloys.

Mathematical Model

A schematic diagram of the FSW process is shown in Fig. 1. Friction stir welding of AA 6061 and AA 1200 aluminum alloys was modeled. The dimensions of the plate and the tool used and the thermophysical properties of the workpiece and the tool material (Ref. 25) are given in Table 1. The same thermophysical properties were used for both aluminum alloys. The constitutive equation for flow in three-dimensional Cartesian coordinate system is represented by the momentum conservation equation in index notation, with i = 1, 2, and 3 representing x, y, and z directions, respectively (Refs. 26–29).
where \( \rho \) is the density, \( \mu \) is the non-Newtonian viscosity, \( U_1 \) is the welding velocity, and \( p \) is the pressure. Viscosity can be determined from flow stress and effective strain rate as follows (Ref. 30).

\[
\sigma = \frac{1}{2} \exp \left( \frac{Q}{RT} \right)
\]  
(4)

where \( Q \) is the temperature-independent activation energy, \( R \) is gas constant, and \( \dot{\varepsilon} \) is the effective strain rate given by

\[
\dot{\varepsilon} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} \right)_i
\]  
(6)

This flow-stress model does not have any strain dependency because flow stress is not very sensitive to strain at high temperatures (Ref. 32). Finally, viscosity can be determined from flow stress and effective strain rate from Equation 2. The pressure field was obtained by solving the continuity equation for incompressible single-phase flow simultaneously with the momentum equation

\[
\rho \frac{\partial u_i}{\partial t} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial u_i}{\partial x_j} \right)_j - \rho \mu \frac{\partial u_i}{\partial x_i}
\]  
(7)

where \( u \) is the velocity of plastic flow. The steady single-phase momentum conservation equations with reference to a coordinate system attached to the heat source in index form may be represented as (Refs.
Fig. 3 — Objective function value decreases with iteration. The symbols indicate the objective function values for individual sets of variables, and the line indicates the change in average value of all individuals with successive iterations.

where \( A_r \) is any small area on the tool pin-workpiece interface, and \( S_b \) is the heat source term due to interfacial heat transfer. The term \( S_{in} \) represents the thermal conductivity of the tool pin and the workpiece, \( S_{in} \), may be partitioned between the workpiece and the tool, respectively. The pressure on the front half of the cylindrical pin, \( P_{U1} \), is much smaller than \( P_{Z2} \), and has been assumed to be zero.

An estimate of the viscous dissipation of momentum per unit volume, \( S_p \), has been calculated as \( f_m \psi \) where \( \psi \) is given by (Ref. 33)

\[
\Phi = 2 \left[ \frac{\partial u_1}{\partial x_1} \right]^2 + \left[ \frac{\partial u_2}{\partial x_2} \right]^2 + \left[ \frac{\partial u_3}{\partial x_3} \right]^2 
+ \left[ \frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1} \right] \left[ \frac{\partial u_1}{\partial x_3} + \frac{\partial u_3}{\partial x_1} \right] 
+ \left[ \frac{\partial u_1}{\partial x_3} + \frac{\partial u_3}{\partial x_2} \right]^2 \right]
\]

and \( f_m \) is an arbitrary constant that indicates the extent of molecular friction in the system. The value of \( f_m \) may tend to 1 for a well-mixed system in molecular scale. In systems where the grains remain largely intact, the value of \( f_m \) may be very small. Here, we try to optimize the value of this parameter so that a good agreement can be obtained between the output of the model and physical experiment, thus improving the reliability and usability of the model.

Since the alloys being welded contain different concentration of Mg, the changes in the concentration of Mg in the two plates due to welding are examined. Apart from 0.85 wt-% Mg AA 6061 alloy also contains other alloying elements. However, for simplicity, it is treated as a binary alloy for modeling purposes. Similarly, AA 1200 is considered to be pure aluminum. We assume no diffusion takes place into the tool. The equation of conservation of mass of any alloying element present at low concentration is given by

\[
\frac{\partial (u C_i)}{\partial x_j} = -U_1 \frac{\partial C_i}{\partial x_j} + \frac{\partial}{\partial x_j} \left( D \frac{\partial C_i}{\partial x_j} \right)
\]

Here, \( D \) denotes temperature-dependent chemical-diffusivity given by

\[
D = 0.49 \exp \left( \frac{-124000}{RT} \right) \text{cm}^2/\text{s}
\]

The pre-exponent and activation energy values were obtained from Table 13.4 from Smithells Metals Reference book for binary alloy containing 99 at-% Al and 1 at-% Mg (Ref. 34).

The total heat generated at the shoulder/workpiece interface has been partitioned between the workpiece and the tool in the ratio given below (Ref. 35).

\[
f_m = \frac{J_w}{J_T} = \sqrt{\frac{kpC_p}{V_{uw}}} \sqrt{\frac{k_p C_p}{V_{wT}}}
\]

where the subscripts W and T denote the workpiece and the tool, respectively. The analytical expression is based on steady-state one-dimensional heat transfer from point heat source located at the interface of dissimilar metals. The heat flux into the workpiece is estimated to be 90% of the total heat generated. This relation has been examined experimentally by Lienert et al. (Ref. 25) and found to be reliable.

A heat flux continuity at the shoulder matrix interface yields

\[
k \frac{\partial T}{\partial z_{top}} = \frac{J_w}{J_{uw} + J_{QT}} q_i
\]

in the range \( R_p \leq r \leq R_s \) (14)

\[ R_p \text{ and } R_s \text{ represent the tool pin and shoulder radius, respectively, and } q_i \text{ represents the total rate of heat generation at the shoulder-workpiece interface. It is given by:} \]

\[
q_i = \frac{[\eta(\phi - U_1 \sin \theta) + \phi \eta_{11}]}{[\phi - U_1 \sin \theta]}
\]

At the bottom surface, there is a backing plate and the heat transfer coefficient from the bottom of the workpiece is not the same as for free convection. The value of the heat transfer coefficient is determined by optimization.
At the top surface, heat transfer is due to both convection and radiation and is given by

\[ k \left( \frac{\partial T}{\partial z} \right)_{\text{bottom}} = h_b (T - T_b) \]  

(16)

At the top surface, heat transfer is due to both convection and radiation and is given by

\[ k \left( \frac{\partial T}{\partial z} \right)_{\text{top}} = h_b (T - T_b) + \sigma (T^4 - T^4_a) \]  

(17)

Velocities at the tool pin periphery have been defined in terms of tool translation velocity and the tool pin angular velocity

\[
\begin{align*}
    u &= (1 - \delta) \left( \omega R_p \sin \theta - U_1 \right) \\
    v &= (1 - \delta) \omega R_p \cos \theta \\
    w &= k \frac{\omega}{2\pi} R_b
\end{align*}
\]

(18)

where \( \kappa \) denotes the pitch of the threads on the cylindrical tool. The value of weld pitch was taken as 1 mm. Similarly, at the shoulder contact, velocity condition may be written as

\[
\begin{align*}
    u &= (1 - \delta) \left( \omega R_p \sin \theta - U_1 \right) \\
    v &= (1 - \delta) \omega R_p \cos \theta \\
    \text{in the range } R_p \leq r \leq R_s
\end{align*}
\]

(19)

At all other surfaces, temperatures are set to ambient and the velocities are set to zero.

The boundary conditions used for calculation of concentration are straightforward. No flux condition is used for the top and bottom surfaces of the weld plate. The value of concentration is fixed at all other boundaries.

The differential equations of continuity and transport were solved using SIMPLE algorithm (Ref. 36) based solution procedure, capable of calculating three-dimensional heat transfer and fluid flow with a stationary or moving heat source, with a free or flat surface, and well tested...
and used for several welding processes.

The trend of the reported data on extent of slip during cross-wedge rolling can be expressed by the following relation (Ref. 37)

$$\delta = 1 - \exp\left(-\delta_0 \frac{\omega}{\omega_0} \frac{r}{R_s}\right)$$  \hspace{1cm} (20)

where $\delta$ denotes the fraction-slip, and $\delta_0$ is a constant. The above equation was used for all interfaces, with $r$ denoting the distance of the center of the grid-area from the tool axis. It varies from 0 to $R_p$ for the tool pin’s bottom surface, is constant at $R_p$ for the vertical surface of the pin, and varies from $R_p$ to $R_s$ for the tool shoulder-workpiece interface. The value of $\delta_0$ was optimized from a limited volume of experimental data. This equation embodies the physical picture of the extent of slip increasing with increase in relative velocity between the tool and the workpiece.

Values of friction coefficient were calculated considering the relative velocity between the tool and the workpiece guided by previous work in the field of friction welding of steel bars (Refs. 38, 39). The relative velocity increases from zero at the axis of rotation (static condition) to $\omega R_s$ at the periphery of the tool shoulder (dynamic condition). Experimental evidence in Refs. 37 and 38 suggest that $\mu$ has the following form:

$$\mu_r = \mu_0 \exp(-\delta \omega r)$$  \hspace{1cm} (21)

where $\delta$ is the extent of sticking expressed as a fraction and $r$ is the radial distance from the tool axis for the point in consid-

![Fig. 6 — Concentration profile at depths of 1, 3, and 5 mm from the top surface, across the weld centerline for AA 6061 (advancing) and AA 1200 (retreating side) weld at 710 rev/min and a weld velocity of 1.05 mm/s. A — Computed; B — measured.](image)

![Fig. 7 — Concentration profile at depths of 1, 3, and 5 mm from the top surface, across the weld centerline for AA 1200 (advancing) and AA 6061 (retreating side) weld at 710 rev/min and a weld velocity of 1.05 mm/s. A — Computed; B — measured.](image)
eration. This equation implies that the friction coefficient decreases with decrease in the relative velocity between the tool and the workpiece.

**Optimization of Uncertain FSW Parameters**

Among the necessary input variables in the FSW model, there are four uncertain input parameters that affect the reliability of the model output. These parameters are the heat transfer coefficient from the bottom of the workpiece \( h \), the spatially variable slip between the tool and the workpiece interface \( \delta \), the spatially variable coefficient of friction \( \mu \), and the extent of the viscous dissipation term \( f_m \), which indicates the extent of internal friction in the system. In order to optimize the values of these parameters from a limited volume of experimental data, the following objective function is minimized:

\[
O = f(h, \mu_0, \delta_0, f_m)
\]

Subscript \( i \) denotes different rotational speeds and the subscripts \( a \) and \( r \) refer to the advancing and the retreating sides, respectively. Two different thermal cycles (at locations 13 mm from the weld centerline on advancing and retreating sides) for each experiment done at 710, 1000, and 1400 rev/min were used to calculate the objective function, i.e., six different thermal cycles were used. The temperature and time span were nondimensionalized using the simple formulas given below

\[
T^* = \frac{T_{\text{cal}}}{T_{\text{exp}}}, \quad L^* = \frac{L_{\text{cal}}}{L_{\text{exp}}}
\]

where \( T \) is the peak temperature in the workpiece at a monitoring location 13 mm away from the weld centerline on either advancing or retreating side, and \( L \) is the time span on the thermal cycle starting when the temperature reaches 523 K during heating and finishing when the temperature reaches 523 K during cooling at the monitoring location. The normalization of the calculated value is done by the experimental value at the same monitoring location for the same welding condition. The subscripts \( \text{cal} \) and \( \text{exp} \) refer to calculated and experimental values, respectively. The objective function value depends on the choice of the four uncertain parameters:

\[
O = f(h, \mu_0, \delta_0, f_m)
\]

Differential Evolution (DE), a population-based optimization technique (Refs. 40, 41), was used to optimize the uncertain parameters for FSW.

**Results and Discussion**

The sensitivities of the computed values of torque on the tool, and peak temperature and cooling time on the four uncertain parameters, identified previously, are examined in Fig. 2A–D. Figure 2A shows that when \( \delta_0 \) increases and more sticking takes place, torque increases as the tool now moves a larger volume of material during its rotation. Torque is included in the calculations because it affects material flow. Temperatures are higher and the thermal cycles are stronger because of more intense frictional heating consistent with the reduction in frictional heating. Higher temperature leads to longer cooling time.

Figure 2B shows that as the heat transfer coefficient increases, more heat is lost from the workpiece and, therefore, the peak temperature at a distance of 13 mm away from the weld centerline in the advancing side and the time span in the thermal cycle at 523 K decreases. When the heat transfer coefficient is high, lower temperatures result in harder material and higher torque.

Figure 2C shows that the peak temperature and the time span at the base of the thermal cycle increase with increase in friction coefficient due to more intense frictional heating. As the friction between the tool and the workpiece increases, the torque also increases. It offsets the decrease in torque that has been anticipated due to the softening of material with increase in temperature.

Figure 2D shows increase in temperature and cooling time with increase in vis-
cous generation of heat that is proportional to \( f_m \). More intense heating results in higher temperatures and softer material, resulting in lower torque.

The results in Fig. 2A–D show that all three output variables, peak temperature, time span at the base of the thermal cycle, and the torque are sensitive to variations in all the four uncertain input variables. Therefore, it is appropriate that all these uncertain input parameters need to be optimized to enhance the reliability of the values of the output variables from the model.

The values of the four uncertain input parameters were optimized using differential evolution (DE) technique. For DE, a population of ten individual sets of four variables was generated. Figure 3 indicates that the average objective function value decreased with successive iterations. The decrease in the objective function was most pronounced during the initial iterations. After 25 iterations, using a mutation factor of 0.8 and a crossover ratio of 0.5, ten sets of optimized parameter values were obtained. These are given in Table 3. The optimized value of the heat transfer coefficient does not vary with the individual solutions and is almost constant at 0.01 cal/cm²-s. For other variables, we get a range of values depending on the individual solution selected. After 25 iterations, using a mutation factor of 0.8 and a crossover ratio of 0.5, ten sets of optimized parameter values were obtained. They are given in Table 3. The optimized value of the heat transfer coefficient does not vary with the individual solutions and is almost constant at 0.01 cal/cm²-s. For other variables, we get a range of values depending on the individual solution selected. Since DE is elitist, i.e., the better solution is always picked during selection, we see that diversity of the population steadily decreases.

Figure 4 shows the computed thermal cycle at a distance of 13 mm away from the weld centerline in the advancing side, which used the parametric values obtained through DE, in the heat transfer and plastic flow model. The set of optimized values of the four uncertain parameters that are used in the numerical calculations are given in the second row of Table 3. A close match between the computed temperature-time variation and the corresponding measured values obtained from the thermocouple can be seen in Fig. 4. Using the optimized values of the uncertain parameters, the computed streamlines for the plastic flow are shown in Fig. 5. Two important features of flow, material going around the pin in the retreating side and the formation of a stagnant zone in the advancing side, can be observed.

The concentrations of Mg and Si were measured in a transverse cross section across the weld centerline at depths of 1, 3, and 5 mm from the top surface. The measurement was done using electron probe microanalysis (EPMA) of polished transverse-cut friction stir welded samples, with beam diameter of 50 μm. The measured and calculated values of Mg concentration across the weld joint are shown in Figs. 6 and 7. Figure 6 represents a case with AA 6061 on the advancing side and AA 1200 on the retreating side. The measured concentration distribution across the weld joint indicates that there is virtually no mixing and very little Mg has diffused from AA 6061 to AA 1200. Numerical results indicate a much larger diffusion distance although the predicted weight-percent of Mg diffusion is similar to the corresponding measured values. The increased movement of Mg from AA 6061 in the advancing side toward AA 1200 in the retreating side with the increase in depth of the workpiece is depicted in both the EPMA measurements and the numerical calculations. In contrast, when AA 6061 was placed on the retreating side, very small amounts of Mg could be traced across the weld joint, except very near to the top surface of the specimen, as indicated in Fig. 7. The calculated trends in Mg concentrations across the weld joint (Fig. 7A) are slightly different from the corresponding measured results (Fig. 7B) when Mg-containing alloy (AA 6061) is on the advancing side. Although the reason for this mismatch is not clearly known, the calculations assume molecular level mixing in the plasticized material whereas in the experiments, the grains are deformed but remain largely intact.

Contours of concentration of Mg near the tool are shown in Figs. 8 and 9, at dif-
different depths from the top surface. It is observed from these figures that Mg is drawn toward the direction of rotation of the tool, in front of the tool. Just below the tool shoulder, the plug of material flowing around the tool is larger. Material is transported from the rear of the tool to the front in the advancing side. Hence the region where plastic flow has occurred becomes depleted in Mg and therefore the front of the tool is rich in Mg. At the middle horizontal plane, the circular plug of material around the tool is smaller and hence the high concentration region is closer to the tool pin.

The concentration profiles, with Mg on the advancing side, are qualitatively similar to experimental results for Ti-marker flow in FS-welded AA 2024, studied by Zettler et al. (Ref. 42) using high-resolution (20 μm) computer microtomography. The tomographic volume data are shown in Fig. 10. Zettler et al. also observed that when the marker was placed in the advancing side, it redistributed as fine particulates, while the marker placed on the retreating side appeared as much larger clumps. This could be the reason for the concentration calculations, with Mg on the retreating side, not reconciling with the corresponding experimental results.

Summary and Conclusions

Heat transfer, materials flow, mixing and energy necessary for the friction stir welding of dissimilar aluminum Alloys AA 1200 and AA 6061 were studied both experimentally and theoretically. The special features of the work and the main findings of this investigation are the following:

1) A numerical model embodying the equations of conservation of mass, momentum, and energy was used to examine the sensitivity of four important parameters, which are friction coefficient, the extent of slip between the tool and the workpiece, the heat transfer coefficient at the bottom of the workpiece, and the extent of viscous dissipation converted to heat on the computed temperature fields and torque on the tool. These parameters cannot be prescribed either from the welding conditions or from fundamental principles. All four parameters were found to significantly affect both the temperature fields and the torque on the tool.

2) When the values of these four uncertain parameters were optimized using a small volume of experimental data, the computed peak temperature, thermal cycle, and the torque on the tool agreed very well with the corresponding experimental data.

3) The transport and mixing of magnesium from Mg-rich AA 6061 alloy into very low alloy containing AA 1200 were examined both experimentally by EPMA and numerically in the entire volume of the three-dimensional specimens. The measured concentration profiles showed that the mixing of magnesium did not occur in the atomic level and the spatial variation of concentration distribution showed a step profile between the two plates. The computed magnesium concentration profile based on its transport by convection and diffusion showed a gradual decrease from 0.85% Mg in AA 6061 to very small concentration in AA 1200. The comparison of the experimental and computed concentration profiles showed imperfect mixing of the plasticized alloys during FSW where the materials seem to move in layers without significant diffusive interlayer mixing.

4) For the conditions of experiments reported here, the cooling rates were of the order of about 5 K/s in the 700 to 500 K temperature range. The relatively low cooling rate is consistent with fairly high energy input per unit length.

5) The small value of the extent of slip between the tool and the workpiece obtained by optimization procedure indicates close to sticking condition, even at the outer periphery of the tool shoulder.

6) The optimized extent of viscous dissipation converted to heat is small consistent with the fact that the grains in the

<table>
<thead>
<tr>
<th>Friction Coefficient</th>
<th>Fractional Heat Transfer Coefficient</th>
<th>Efficiency of Mixing</th>
<th>Objective Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ₀</td>
<td>δ₀</td>
<td>h (cal/cm²-s)</td>
<td>fₘ</td>
</tr>
<tr>
<td>0.488</td>
<td>0.022</td>
<td>0.010</td>
<td>0.036</td>
</tr>
<tr>
<td>0.487</td>
<td>0.014</td>
<td>0.010</td>
<td>0.03</td>
</tr>
<tr>
<td>0.484</td>
<td>0.014</td>
<td>0.010</td>
<td>0.028</td>
</tr>
<tr>
<td>0.482</td>
<td>0.017</td>
<td>0.011</td>
<td>0.034</td>
</tr>
<tr>
<td>0.479</td>
<td>0.016</td>
<td>0.011</td>
<td>0.033</td>
</tr>
<tr>
<td>0.489</td>
<td>0.012</td>
<td>0.010</td>
<td>0.029</td>
</tr>
<tr>
<td>0.49</td>
<td>0.015</td>
<td>0.010</td>
<td>0.032</td>
</tr>
<tr>
<td>0.492</td>
<td>0.012</td>
<td>0.012</td>
<td>0.033</td>
</tr>
<tr>
<td>0.499</td>
<td>0.010</td>
<td>0.012</td>
<td>0.031</td>
</tr>
<tr>
<td>0.499</td>
<td>0.017</td>
<td>0.010</td>
<td>0.031</td>
</tr>
</tbody>
</table>
workpiece are deformed but largely retain their identity after welding.

7) The torque values and the interfacial heat generation rate were computed from shear stress. Therefore, the close agreement between the experimentally measured and the calculated thermal cycles and torque values indicates that the computed shear stress at the tool-workpiece interface is accurate and the optimization of uncertain parameters provide reliable computed results.
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